A first principles study of the binding of formic acid in catalase complementing high resolution X-ray structures
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Abstract

Density functional molecular dynamics simulations using a QM/MM approach are used to get insight into the binding modes of formic acid in catalase. Two ligand binding sites are found, named A and B, in agreement with recent high resolution structures of catalase with bound formic acid. In addition, the calculations show that the His56 residue is protonated and the ligand is present as a formate anion. The lowest energy minimum structure (A) corresponds to the ligand interacting with both the heme iron and the catalytic residues (His56 and Asn129). The second minimum energy structure (B) corresponds to the situation in which the ligand interacts solely with the catalytic residues. A mechanism for the process of formic acid binding in catalase is suggested.

© 2005 Elsevier B.V. All rights reserved.

1. Introduction

Heme-based catalases are present in almost all aerobically respiring organism [1]. They play critical roles in protecting the cell against the toxic effects of hydrogen peroxide (H₂O₂) by degrading it to water and oxygen (reaction 1)

\[ 2\text{H}_2\text{O}_2 \rightarrow 2\text{H}_2\text{O} + \text{O}_2 \] (1)

The ubiquity of the enzyme and the easy availability of the substrates (H₂O₂ and alkylperoxides) have made heme-catalases the focus of many biochemical and molecular biology studies over the years [2]. It is generally accepted that the “catalatic” reaction occurs in two main steps. In the first step the Fe(III)–heme reacts with H₂O₂ to form an oxoferryl intermediate (named compound I, Cpd I).

\[ \text{Enz (Heme-Fe}^{\text{III}}) + \text{H}_2\text{O}_2 \rightarrow \text{Cpd I (Heme}^{\text{I}}-\text{Fe}^{\text{IV}=\text{O}}) + \text{H}_2\text{O} \] (2)

In the second step, Cpd I reacts with another molecule of H₂O₂ and the enzyme returns to the resting state.

\[ \text{Cpd I (Heme}^{\text{I}}-\text{Fe}^{\text{IV}=\text{O}}) + \text{H}_2\text{O}_2 \rightarrow \text{Enz (Heme-Fe}^{\text{III}}) + \text{H}_2\text{O} + \text{O}_2 \] (3)

At low H₂O₂ concentrations and in the presence of hydrogen donors, compound I may undergo a one-electron reduction towards the so-called Cpd II intermediate, which can subsequently be converted to another inactive form named compound III.

\[ \text{Cpd I (Heme}^{\text{I}}-\text{Fe}^{\text{IV}=\text{O}}) + \text{HA} \rightarrow \text{Cpd II (Heme}^{\text{I}}-\text{Fe}^{\text{IV}=\text{OH}^-}) + \text{A}^+ \] (4)

\[ \text{Cpd II (Heme}^{\text{I}}-\text{Fe}^{\text{IV}=\text{OH}^-}) + \text{H}_2\text{O}_2 \rightarrow \text{Cpd III (Heme}^{\text{I}}-\text{Fe}^{\text{II}=\text{OOH}^+}) + \text{H}_2\text{O} \] (5)

Several inhibitors of the reaction are known, including azide, cyanide, acetate, aminotriazole and formate [3]. The binding of these molecules impedes the binding of hydrogen peroxide in the active center, blocking the enzymatic reaction. Formic acid is a particularly interesting...
inhibitor as it displays a complex reactivity. In this respect, it can react in at least three ways: as a ligand with the heme iron (i.e., blocking the enzymatic reaction), as an electron donor for Cpd I reduction (HA in reaction 4) or as a ligand in a reaction with Cpd II to form an unstable complex [1,4].

The binding mode of formic acid in heme proteins has recently been elucidated, as the structures of the catalase complex with formic acid were reported for two different species: Hellobacter pylori Catalase (HPC) at 1.6 Å resolution [5] and Proteus mirabilis Catalase (PMC) at 2.3 Å resolution [6]. Both structures show a ligand molecule inside the heme pocket and close to the heme iron (at 2.66 Å for HPC and 2.8 Å distance for PMC) as well as close to the His56 and Asn129 catalytic residues. In addition, a recent study of the complex of Horse Radish Peroxidase (HRP) with formic acid shows a similar ligand orientation [7], with a Fe–O distance of 2.3 Å. This type of configuration, hereafter referred as A, is shown in Fig. 1A. One of the formate oxygen atoms (O₁) is close to the heme iron, while the other one (O₂) is close to both the Ne of His56 and the NH₂ unit of Asn129.

In addition, the structure of HPC shows a second ligand binding site in which the ligand sits between the catalytic residues (B in Fig. 1). In this configuration, the O₂ atom of the ligand points towards the entry channel and the O₁ atom is between the catalytic residues. However, as the positions of hydrogen atoms are not available from the X-ray structure, it is not known whether formic acid is present as a neutral or anionic species. Taking into account the pH at which the experiments were done (5.6 for HPC and 6.5 for PMC) and the pKa for formic acid (3.75), it is expected that the anionic or formate form is favoured in solution. However, even though the ligand might reach the heme cavity as formate, its binding is accompanied by proton uptake [8], giving rise to the ambiguity. The asymmetry of the two C–O ligand distances could also help to elucidate the protonation form. If the ligand is present as formic acid, one C–O should be much larger than the other, while if it is present as formate, the asymmetry should be less pronounced. However, the crystal structure does not reflect such asymmetry, as both C–O distances have practically the same length (1.23 and 1.24 Å).

Theoretical studies could be very useful to decipher these issues and to determine the precise internal structure of the ligand. Among all quantum chemistry methods, Density Functional Theory (DFT) provides a good compromise between accuracy and computational requirements [9]. DFT has been applied with success in the study of heme-based systems relevant for the chemistry of catalases, peroxidases and other heme proteins [10]. In our previous work, we performed DFT-based molecular dynamics (Car-Parrinello) simulations in active site models [5]. We could show that the formic acid ligand only binds to the heme after having transferred its proton to the His56 residue. This provided an explanation for the binding mode A. The binding mode B was rationalized as the formic acid molecule interacting with the catalytic residues and sharing its proton with the His56 residue. Nevertheless, it was not possible to discern whether one or both oxygen atoms are involved in these interactions. In addition, the orientation of the ligand with respect to the catalytic residues turned out to be qualitatively different from the X-ray structure.

In this paper, we extend our previous analysis by including the protein environment by means of the QM/MM approach. We analyze the binding of formate/formic acid in the presence or not of the catalytic residues His56 and Asn129 and demonstrate that inclusion of the complete protein is necessary in order to describe the ligand orientation in configuration B.

Fig. 1. Ligand binding sites observed in the X-ray structure of HPC with bound formate (PDB entry 1qwm).
2. Methods

2.1. Models

The calculations were performed using three different models, two small models taking into account the residues that directly interact with the ligand, and one large model including the protein environment within a QM/MM approach.

In order to describe the intrinsic properties of a formic acid/formate ligand bound to the heme, the first model was built of an iron–porphyrin and the ligand. Two protonation forms, formic acid and formate, were considered. The Tyr335 protein residue, which is directly bonded to the iron–porphyrin, and its hydrogen-bonded Arg339 residue were also included in the model (the tyrosine was replaced by a phenolate anion and the arginine was replaced by a methylguanidinium cation). Since it was previously found that this residue modulates the binding energy of the Fe–Tyr bond and governs the relative orientation of the Tyr residue with respect to the heme [11]. The system with formic acid was computed as a cation (due to the positive charge of Arg339), while the one with formate was computed as neutral. In both cases the total spin of the system was taken as \( S = 5/2 \) (high spin, the experimental ground state for the 5-coordinated heme in most catalases).

In order to describe the properties of the ligand interacting only with the catalytic residues, a second model was built that included the catalytic residues (His56 and Asn129, replaced by methylimidazole and acetamide, respectively) and the formic acid/formate ligand. In addition, the residues which are hydrogen bonded to His56 (Ser95 and Thr96) were also included in order to describe a putative proton transfer between the ligand and His56. The starting position of the formic/formate ligands was taken from the X-ray structure (position \( \mathbf{B} \) in Fig. 1).

The third model used in our calculations consists of a large fragment of the protein surrounding the heme. All residues at less than 20 Å distance from the heme iron in the native HPC were included (4605 atoms). The formic acid ligand was inserted into the binding pocket, in a position corresponding with structures \( \mathbf{A} \) or \( \mathbf{B} \), generating two starting structures. The heme, ligand, Tyr335, Arg339, His56, Asn129, Ser95 residues were treated quantum-mechanically, while the rest of the system was treated with the AMBER force field [12]. Only the quantum region was allowed to relax and temperature effects were not taken into account. The details of the QM/MM implementation are given in the next section.

2.2. Computational details

The calculations were performed using the Car-Parrinello molecular dynamics method [13], which is based on Density Functional Theory (DFT) [9]. Previous work has demonstrated the reliability of this method in the description of structural, energetic and dynamical properties of systems of biological interest [14]. The Kohn–Sham orbitals are expanded in a plane wave basis set with the kinetic energy cutoff of 70 Ry. We employed ab initio pseudopotentials, generated within the Troullier– Martins scheme [15], including the non-linear core-correction for the iron atom [16]. Our calculations were made using the generalized gradient-corrected approximation of the spin-dependent density functional theory (DFT-LSD), following the prescription of Becke and Perdew [17]. Structural optimizations were performed by means of molecular dynamics with annealing of the atomic velocities, using a time step of 0.12 fs and the fictitious mass of the electrons was set at 700 a.u. The systems are enclosed in an isolated supercell of sizes \( 18 \times 17 \times 12 \) Å\(^3\) (small models) and \( 15 \times 22 \times 20 \) Å\(^3\) (large models). The calculations for small models were performed using the CPMD program, written by Hutter et al. [18]. Structure analysis was performed with VMD [19].

The QM/MM calculations were performed using the approach developed by Laio, VandeVondele and Röthlisberger [20] which combines the first principles molecular dynamics method of Car and Parrinello (CPMD) [13] with a force-field molecular dynamics methodology. In this approach, the system is partitioned into a QM fragment and a MM fragment. The dynamics of the atoms on the QM fragment depends on the electronic density, \( \rho(r) \), computed with DFT, while that of the atoms on the MM fragment is ruled by an empirical force field. The electrostatic interactions between the QM and MM regions are handled via a fully Hamiltonian coupling scheme [20] where the short range electrostatic interactions between the QM and the MM regions were explicitly taken into account for all atoms. An appropriately modified Coulomb potential was used to ensure that no unphysical escape of the electronic density from the QM to the MM region occurs. The electrostatic interactions with the more distant MM atoms are treated with a multipole expansion for the QM region. Bonded and van der Waals interactions between the QM and the MM part are treated with the standard AMBER force field [12]. Long-range electrostatic interactions between MM atoms have been described with P3M implementation [21]. The mesh used for P3M was \( 64 \times 64 \times 64 \).

The QM/MM partition used is depicted in Fig. 2. All the protein residues up to 20 Å from the iron atom were considered in the calculation. This includes residues from the four protein subunits, as they are strongly interconnected in catalase. The following residues were taken quantum mechanically: the heme group (except the propionates), the phenolate group of Tyr335, the methylguanidinium fragment of Arg339, the imidazole of His56, the –CH\(_2\)–OH side chain of Ser95, the water molecule interacting with the OH of Ser95, the acetamide side chain of Asn129 and the formic acid ligand. The total size of the QM region is 123 atoms, over a total of 4605 atoms. The size of the QM region is large enough to capture the chemistry of the bound ligand, as all residues directly interacting with the ligand are included in the QM region. The rest of the...
system was treated with molecular mechanics using the AMBER force field [12].

3. Results and discussion

3.1. Ligand binding to the heme

In order to elucidate which protonation form of the ligand better binds to the heme, two calculations were performed starting with either formic acid or formate. The ligand was placed above the heme iron, with a Fe···O distance of 1.9 Å. During the course of the optimization, the formic acid ligand started to separate from the heme (Fig. 3(a)), until the Fe···O distance is 3.0 Å. Simultaneously, the iron atom moves out of the porphyrin plane in a structure very similar to the unbound five-coordinated heme. The formic acid molecule undergoes little change with respect to an isolated molecule (Table 1). In particular, the C=O bond distances remain unchanged. All this indicates that the formic acid molecule is very weakly bound (Fig. 3).

In contrast, when formic acid is replaced by formate the ligand remains bonded to the heme, as reflected by the short Fe–O distance (2.03 Å) and the fact that the iron atom remains on the porphyrin plane. Table 1 shows that the internal structure of the formate anion undergoes significant changes upon ligand binding. The C–O distance is larger for the carbonyl that interacts with the iron atom (1.31 Å) than that of the non-interacting carbonyl (1.23 Å).

The different binding behaviour between formic acid and formate can be rationalized in terms of the different donor character of the carbonyl oxygen. In order to make a bond to the iron, the sp² lone orbital of the carbonyl oxygen should interact with the antibonding Fe(dz²) orbital (filled with one electron in high spin Fe⁺⁺⁺). In the case of formate, having one electron more, the oxygen “sp²e” orbital lies high in energy and close to the iron dz² orbital, thus the interaction is maximal. Instead, the same orbital for formic acid lies much lower in energy and the interaction with the heme iron is weaker. It is apparent from Fig. 3 that the ligand prefers to interact with the heme through a OH···π interaction with the porphyrin π system than by forming a covalent Fe–O bond (the distance between the hydroxyl hydrogen and the closest porphyrin N is shorter than the Fe···O distance).

Therefore, for an isolated heme/ligand complex, only the formate anion shows a clear tendency to bind to the heme. These observations will be used later on to rationalize the ligand binding modes in the calculations using large models.

3.2. Ligand binding in the His/Asn region

As mentioned in the introduction, the structure of HPC shows a second ligand molecule sitting between the catalytic residues with the O₂ pointing towards the entry channel and O₁ located in between the catalytic residues (B in Fig. 1). The long distance between O₁ and
the Fe atom (3.88 Å) suggests that there is little interaction between the ligand and the heme. If this is the case, a small model consisting of the catalytic residues and the ligand could be sufficient to have a first approximation to the binding mode. Moreover, the small size of this model (39 atoms) allows us to perform first principles MD simulations for a few picoseconds. To this aim, we constructed a model consisting of the His56 and Asn129 residues (modelled by methylimidazole and acetamide) and the formic acid ligand. The Ser95 and Thr96 residues, which are at hydrogen bond distance from the Nₐ–H of His56, were also considered. The effect of these residues is crucial to describe a putative proton transfer between His56 and the formic acid ligand. Finally, a water molecule that interacts with the hydroxyl group of Ser95 was also included in the model (Fig. 4).

The starting position of the residues and the ligand was taken from the X-ray structure (B in Fig. 1). A structural optimization was performed, followed by a molecular dynamics simulation of 3 ps at 300 K. The orientation of the ligand found in the X-ray structure turned out not to be a minimum for this model, as it evolved towards a configuration in which the O–C–O plane is almost parallel with the plane of the imidazole ring of His56 (Fig. 4(a)). Molecular dynamics simulation shows that the carboxyl proton transfers back and forth between the ligand (His•••HOOCH) and the imidazole ring (Fig. 4(b)), forming either a His–H(+)/C₁/C₁/C₁OOC or a His•••HCOOH type of interaction. Such transfers occurs three to five times per picosecond, with a corresponding oscillation of the COO plane with respect to the imidazole plane of 60°. The interchange of the COOH proton involves the same carboxylate oxygen within the time scale that was followed, and a longer simulation time would be required to exclude the possibility of proton exchange between carboxylate oxygen atoms via the Nₐ of the imidazole.

Additional calculations starting with a formate anion and a neutral His56 result in the repulsive interaction between one formate oxygen and the Nₐ of His56 forcing the ligand away from the imidazole ring, leaving it hydrogen bonded only with the NH₂ of Asn129. In addition, the molecular plane of the formate is almost perpendicular to...
the NH₂ plane, and the ligand placement is inconsistent with the ligand locations in experiments.

Therefore, the calculations show that, unless His56 is protonated, the formate ion is unlikely to reach the region of the catalytic residues mainly because the combination of the formate anion and an unprotonated imidazole is unfavourable. Instead, the configuration with a formic acid molecule located in between the catalytic residues leads to a stable minimum, in which the proton is transferred between the ligand and the His56 residue. Although the main features remain unchanged, the inclusion of the protein environment in the calculation introduces quantitative changes to this picture.

3.3. Ligand binding in the presence of the protein environment

As a last step in our study, the two ligand positions found in the X-ray structure of HPC were analyzed by means of QM/MM calculations (see details in Section 2) in which the effect of the protein environment is taken into account by means of a classical force-field.

As a first step, the formic acid ligand was placed in the position A of the crystal structure (Fig. 1), with the unprotonated oxygen atom pointing towards the Fe atom and the protonated oxygen atom at hydrogen bond distance with the Ne of His56. This configuration turned out to be unstable, as the formic acid proton transfers to the His in the course of the optimization. This is consistent with the fact that formate anion forms a stronger bond with the heme than formic acid (Section 3.1). Thus, when a good proton acceptor is present (His56) the ligand prefers to donate the OH proton and to bind to the heme as a formate anion. In the final optimized structure, one oxygen atom interacts with the heme iron (O₁···Fe = 2.12 Å) while the other interacts with both His56 (1.75 Å between the Ne···H proton and O₂) and Asn129 (2.43 Å between the NH₂ proton and O₂). The asymmetry in the ligand C–O distances (1.29 and 1.26 Å in Table 2) reflects the strong coordination of the ligand with the heme iron. It is noteworthy that the elongation of the C–O₁ bond is less pronounced than it was in the absence of catalytic residues (Table 1) where the C–O₁ distance is 1.31 Å. This trend is expected as the Fe–O₁ distance is 0.12 Å larger than the optimum distance for a formate–heme complex (Fig. 3b). This indicates that the heme-ligand bond is not so strong as for an isolated heme, as the ligand is interacting simultaneously with the catalytic residues.

The computed structure reproduces well one of the ligand positions (A) found in the X-ray structure (Table 2). In particular, the distances between the ligand and the His56 and Asn129 residues are in very good agreement with experiments. The largest discrepancy is found for the Fe–O₁ distance, which is 0.5 Å shorter in the calculation. Part of this discrepancy might be due to the anharmonicity of the Fe–O bond which makes the average distance at 100 K larger than the distance at 0 K (our calculations refer to the last situation, as temperature effects were not taken into account). Unfortunately, a finite temperature MD simulation for this system is out of our computational capabilities. Another possible source of error is the method used (DFT, with the BP exchange correlation functional). Nevertheless, previous work on iron–porphyrin derivatives [10a] shows that the iron–ligand bond distances obtained using the same methodology reproduce fairly well the experimental bond distances. Another aspect that should be taken into account is the uncertainty of the experimental determination (the r.m.s.d. in bond lengths amounts to 0.02 Å and the estimated coordinate error is 0.16 Å [5]). The two C–O bond distances, for instance, are almost

<table>
<thead>
<tr>
<th>Structural parameter</th>
<th>Minimum A</th>
<th>Exp. (A)</th>
<th>Minimum B</th>
<th>Exp. (B)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fe···O₁</td>
<td>2.12</td>
<td>2.66</td>
<td>3.94</td>
<td>3.88</td>
</tr>
<tr>
<td>C–O₁</td>
<td>1.29</td>
<td>1.24</td>
<td>1.28</td>
<td>1.22</td>
</tr>
<tr>
<td>C–O₂</td>
<td>1.26</td>
<td>1.23</td>
<td>1.26</td>
<td>1.23</td>
</tr>
<tr>
<td>O₁···C–O₂</td>
<td>125.5</td>
<td>124.4</td>
<td>125.2</td>
<td>123.7</td>
</tr>
<tr>
<td>N(His)–H···O₁</td>
<td>2.58</td>
<td>–</td>
<td>1.50</td>
<td>–</td>
</tr>
<tr>
<td>N(His)–H···O₂</td>
<td>1.75</td>
<td>–</td>
<td>2.33</td>
<td>–</td>
</tr>
<tr>
<td>N(Asn)–H···O₁</td>
<td>4.20</td>
<td>–</td>
<td>3.25</td>
<td>–</td>
</tr>
<tr>
<td>N(Asn)–H···O₂</td>
<td>2.43</td>
<td>–</td>
<td>1.81</td>
<td>–</td>
</tr>
<tr>
<td>N(His)···O₁</td>
<td>3.19</td>
<td>3.13</td>
<td>2.55</td>
<td>2.77</td>
</tr>
<tr>
<td>N(His)···O₂</td>
<td>2.81</td>
<td>2.63</td>
<td>3.02</td>
<td>2.81</td>
</tr>
<tr>
<td>N(Asn)···O₁</td>
<td>5.24</td>
<td>5.43</td>
<td>4.24</td>
<td>3.61</td>
</tr>
<tr>
<td>N(Asn)···O₂</td>
<td>3.44</td>
<td>3.37</td>
<td>2.90</td>
<td>2.58</td>
</tr>
<tr>
<td>N(His)–H</td>
<td>1.07</td>
<td>–</td>
<td>1.11</td>
<td>–</td>
</tr>
<tr>
<td>N(Asn)–H</td>
<td>1.03</td>
<td>–</td>
<td>1.04</td>
<td>–</td>
</tr>
<tr>
<td>Fe out-of-plane</td>
<td>+0.1</td>
<td>–0.2</td>
<td>–0.4</td>
<td>–0.2</td>
</tr>
<tr>
<td>Fe–N₄</td>
<td>2.04–2.11</td>
<td>2.03–2.09</td>
<td>2.02–2.08</td>
<td>2.04–2.07</td>
</tr>
<tr>
<td>Fe–O₁&lt;Tyr</td>
<td>2.09</td>
<td>1.87</td>
<td>1.96</td>
<td>1.93</td>
</tr>
<tr>
<td>O₁&lt;Tyr–C</td>
<td>122.9</td>
<td>126.29</td>
<td>121.05</td>
<td>124.47</td>
</tr>
</tbody>
</table>

Distances are given in angstrom and angles in degrees. The experimental data is taken from [5] (PDB entry 1qwm).
equivalent in the X-ray structure while they should have an asymmetry of 0.03 Å due to the different coordination of the two oxygen atoms. Nevertheless, even considering all these sources of small errors, both experiments and theory show that the ligand is inside the heme pocket and interacts simultaneously with the iron atom and the two catalytic residues. In addition, the calculations show that the ligand is present as formate and the His56 residue is protonated.

A second calculation was performed starting with the formic acid ligand in the alternative position found in the X-ray structure (B in Fig. 1). In this case, we also found that the OH proton transfers to the His56 residue. The final optimized structure corresponds to a formate anion in which one oxygen interacts with Nε of His56 and the other oxygen interacts with the NH2 group of Asn129, as shown in Fig. 5(B). Interestingly, the ligand keeps the orientation found in the crystal structure, unlike what was observed using a small model (Fig. 4(a)). Therefore, the protein environment is responsible for the orientation of the ligand relative to the His56 and Asn129 residues (i.e., at the entry gate).

Comparing the total energy of this minimum with that of structure A (Fig. 5(A)) gives an energy difference of 16 kcal/mol, favouring structure A. As the protein environment is fixed in the calculation, this difference can be fully attributed to differences in the structure of the quantum region, i.e., the different binding energy of the ligand. On another hand, it is expected that migration of the ligand from B to A involves a sizable barrier, as each of these structures alone is observed in the X-ray structure [5,6].

Finally, it should be pointed out that entropic contributions (not taken into account in our model) could play a role in this picture. The fact that the protein environment dictates the orientation of the ligand in B suggests that protein fluctuations are important for the binding in B, but not in A. In other words, entropic contributions could affect to the free energy difference between A and B, favoring conformation B. For this reason, the energy difference obtained in the calculation should be regarded as an upper bound to the real free energy difference.

In summary, two minimum energy structures are found. The lowest energy structure corresponds to formate anion interacting with the heme iron and the catalytic residues (His56-H+ and Asn129), while the second corresponds to the formate anion trapped in the His56/Asn129 region and forming hydrogen bond interactions with the catalytic residues. The His56 residue is found to be protonated in both cases, although we cannot exclude that the proton is shared between His56 and the ligand in structure B, as MD simulations in the second model predict.

The binding modes of formic acid found in HPC and the fact that the proton easily transfers to His56 allows us to draw some suggestions on the process of formic acid binding. The most likely pathway for the ligand to enter the heme pocket is through the main channel located above the heme. Once the ligand reaches the region of the catalytic residues, it transfers the hydrogen to the His56 residue (Fig. 6) and remains trapped in the region above the catalytic residues (conformation B), forming hydrogen bond interactions with His56 and Asn129 [[His]Nε–H+…H2N(Asn)]. The same final configuration would be obtained if the ligand enters the main channel as formate and binds to the protonated His56 residue. In the absence of the appropriate protein fluctuations stabilizing conformation B, the ligand penetrates into the binding pocket and interacts with the heme, leading to configuration A. Because of the limitations of our model and the short time scales sampled in first-principles calculations, we cannot elucidate the structural determinants for
imidazole, as the repulsive interaction between formate
The formate anion is unlikely to enter the heme cavity in
binds to the His/Asn region, unless His56 is protonated.
However, only formic acid
ligand.

determinations were performed to clarify this aspect, as well as to
state of the His56 residue and formate ligand are
and interacts only with the catalytic residues. The proton-
in the X-ray structure of HPC (A and B). One of them (A, also found in PMC), corresponds
to the ligand in the heme cavity, interacting with both the heme iron and the catalytic residues, His56 and Asn129.
In the other binding site (B), the ligand is far from the heme and interacts only with the catalytic residues. The protonation
state of the His56 residue and formate ligand are not available from experiments, therefore DFT calculations
were performed to clarify this aspect, as well as to
determine the internal structure of the formic acid/formate ligand.

Calculations using small models show that only the for-
mate anion binds to the heme. However, only formic acid
binds to the His/Asn region, unless His56 is protonated.
The formate anion is unlikely to enter the heme cavity in
the absence of an accompanying proton to protonate the
imidazole, as the repulsive interaction between formate
and the Nε of His56 forces the ligand away from the en-
try channel.

The above conclusions are further supported by the re-
sults of calculations using large models including the pro-
tein environment by means of a QM/MM approach. The calculations show that when formic acid reaches the cata-
lytic residues, it transfers the carboxyl proton to the
His56 residue and subsequently binds in the His/Asn re-

cion in an orientation that is very sensitive to changes in
the protein environment. However, if the ligand is able to
reach the heme, it forms a very stable structure in which one oxygen binds to the heme iron and the other one is in-
volved in hydrogen bond interactions with the catalytic residues.

Finally, it is suggested that protein fluctuations control
the access of the ligand to the heme iron, being key to trap
the ligand in the His/Asn region. Long time scale MD sim-
ulations on the free protein, combined with QM/MM cal-
culations, are needed to approach this problem.
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